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Response to Technical Issues

1 The "tasks" are outlines of what is planned, and supply insufficient or no credible detail. Explain.

Our proposal represents a three-year software development and evaluation effort. We propose to develop software to perform Secure Radiologic Collaboration as described. This software will be integrated into existing turnkey systems already available in the test bed facility. Due to the complexity of the proposed software we divided the project into three software ‘builds’. The first software build will implement, in JAVA, a telephony application, a Lightweight Directory Access Protocol (LDAP) lookup application, a shared image manipulation application, and H.323 compatible audio / video teleconferencing. Each of these build 1 collaboration tools will be based on code developed by the project team and standards based toolkits that are or will be available commercially within the timeframe of the project. To wit,

· Telephony: JAVA Telephony Application Program Interface Toolkit (IBM, Zurich, Switzerland)

· LDAP: Netscape LDAP Toolkit (Netscape, Mountain View, CA)

· Shared Image Manipulation: JAVA Shared Data Toolkit (Sun Microsystems, Mountain View, CA) and Northwestern University Department of Radiology code.

· H.323 audio/video teleconferencing: JAVA 323 Toolkit (IBM, Zurich, Switzerland) and JAVA Media Framework (Sun Microsystems, Inc., Mountain View, CA)

Rather than develop these applications as standalone programs, we will integrate these software technologies into application software that could be used by technologists, radiologists and other healthcare providers in, for example, the context of the scenarios we describe. 

To provide a platform for technologists, we will develop a JAVA application that simulates imaging modalities, specifically a magnetic resonance imaging (MRI) scanner and computed tomography (CT) scanner. We will build this simulator in order to allow us to integrate the collaboration tools for use by a technologist (in collaborating with a radiologist) without having to acquire and modify a real scanner console. This simulator will transmit DICOM MRI or CT studies using a JAVA DICOM Developer’s Toolkit (Imageon Solutions Inc., Birmingham, AL). In addition HL7 services will be provided by the Symphonia JAVA HL7 environment (Orion Systems, Auckland, New Zealand). The collaboration tools will then be integrated into this simulator. This platform will serve to demonstrate how an imaging modality might operate and perform in an NGI enabled environment.

For physicians and radiologists, the build 1 tools will be integrated into a GE PathSpeed Diagnostic workstation, which we already have available to us in the laboratory.  The completion of build 1, therefore, will allow us to demonstrate and evaluate Secure Radiologic Collaboration between a radiologist and a radiology technologist, as described in scenario 1. 

In the second software build, we will develop, in JAVA, a unique, shared 3D imaging application. This software will be based on the JAVA 3D application program interface (Sun Microsystems, Inc., Mountain View, CA), the JAVA 2D application program interface (Sun Microsystems, Inc., Mountain View, CA) and the Visualization Tool Kit, developed previously by the project team members at GE. Due to the complexity of this software, we limit the scope of the build 2 requirement to collaborative segmentation and manipulation of a 3D volume between two users. This software application will allow further evaluation of these tools as described in the neurosurgical scenario.

In software build 3, we will complete the functionality of the 3D shared volume board and extend the collaborative tools to multiple simultaneous users. We will also complete the collaborative tools by adding archive, restart, replay, and transmit functionality.

We designed this software development, specifically to meet the requirements of Attachment E, “Statement of Objectives and Research Requirements”, Section II, Paragraph C, “Technical Requirements, Phase II-Implementation”, “…specifically the contractor shall…1) develop a testbed of applications requiring NGI technologies…2) demonstrate important and significant applications in healthcare”. We believe that the collaboration, 2D and 3D image manipulation tools, which we plan to develop and evaluate, will function best in the context of NGI technology. The volume of information that must be processed, and transmitted  in order to perform the described scenarios, associated with the need for real-time audio and video transmission will adequately demonstrate this need. 

We believe that the collaboration tools described are important and significant health care applications. As medical information (including imaging) becomes more widely available electronically, the analysis of this information by different groups of healthcare providers becomes more fragmented as healthcare providers are no longer forced to associate with and discuss hardcopy information (film). Electronic collaboration tools are essential to maintain effective interaction between these, now, disparate groups.

2 Much of the narrative is introductory material that might be included in a basic textbook. The use of the NGI is restricted to bandwidth and speed. Discuss.

The request for proposals specifically states (Attachment E, Section II, B), “demonstrate important and significant applications … that are dependent on at least two of the following NGI capabilities:

1. Quality of service

2. Medical data privacy and security

3. Nomadic computing

4. Network Management research and development

5. Infrastructure technology as a means for collaboration

Our software applications are dependent upon the medical data privacy and security capabilities and infrastructure technology as a means for collaboration (items #2 and #5). Data privacy and security play an integral role in our collaborative applications. We have specifically addressed how we will integrate security considerations into all levels of the design and construction of our software environment. These applications will be built using the concept of a secure collaborative space, which provides for the free exchange for medical information between the participants while at the same time automatically using NGI security mechanisms to control access to and to provide the proper protection of this sensitive information.

Our applications are really only feasible in the context of the bandwidth and speed provided by the NGI technologies. Note that we are not proposing the development of that infrastructure. That infrastructure is available within many institutions, including ours, and that of the proposed testbed. We are proposing the development of  “demonstration applications” that will only function given that infrastructure.

Lastly, our applications also make use of and demonstrate the need for quality of service capabilities of NGI. The applications, by virtue of the fact that they stress the bandwidth capabilities of NGI, in different ways, will be ameliorated by quality of service optimization provided by NGI. The architecture of our applications is such that each can exploit these capabilities independent of the others.

3 While many of their plans would not be possible without these components, there is no innovative or unique proposed use of  NGI. Comment.

NGI enables us to deploy a unique and innovative software application. Another way of putting this is that our software application makes routine use of NGI capabilities but would be impossible (or at least suboptimal) with current generation internet technology. We will make measurements of the software applications in the testbed, which will illustrate this statement. A goal of our project is to demonstrate how the impossible can become the routine given ubiquitous NGI capabilities.

We propose to build a collaboration environment that expands the concept of collaboration far beyond current practice.  The centerpieces of our collaborative environment are the 2D image and the 3D volume boards that allow long-distance, shared, real-time manipulation of radiologic imagery.  These collaborative tools, together with the traditional audio and video services, will provide a unique consultation environment for radiologists, technologists, and physicians that will free them from the tyranny of physical location and help them provide improved patient care, in less time and at lower expense. For example, these collaborative tools will provide the radiologist with a virtual diagnostic presence that can reach more patients, faster and more efficiently than when a physical presence is required. 

Successful application of these collaborative tools, particularly with the bandwith and quality of service requirements of shared 3D-image manipulation will require NGI-capable networks.   

4 Number of hours is not the critical measure of use; number of interventions assessed is a better measure. Discuss.

Time is of the essence in the scenarios we propose to evaluate. A goal of our project is to develop tools to reduce the time to diagnosis and treatment of patients. We believe that effective communication, in the form of Secure Radiologic Collaboration, to be critical to reducing traditional delays in diagnosis and treatment. We wish to improve the efficiency of communication between physically distributed groups of health care providers. We can measure how long it takes physicians to come to a diagnosis and therapy decision without our proposed tools and then measure the same time to diagnosis and treatment using the tools. Similarly, we measure how long it takes to perform an imaging study with technologist and radiologist interacting via paper and traditional means and then again with the electronic collaboration tools. The difference is an increase (or decrease) in the efficiency of the process, in this case, either the generation of or the analysis and interpretation of complex (including 3D) image data sets. 

The issue is not how many times the tools are used, but rather how time is saved each time the tools are used.

5 The project has no "new" technology, only the interface is new. The text relating to insight contains little detail or explanation. Discuss.

We believe our proposed 3D “volume board”, providing for real-time, multi-user, interactive segmentation, and manipulation of a 3D image volume and our proposed 2D “image board”, providing for real-time, multi-user, manipulation of images to be entirely novel.  The integration of these powerful tools with other collaboration tools (audio/visual conferencing, etc.) will provide a unique environment for medical collaboration.

 In addition to the image and volume boards, we will make use of existing technology wherever possible in this project.  Commercial products for computer telephony, directory look-up, elements of shared image manipulation, and audio video teleconferencing exist. While we will introduce new user interface models for these tools, the primary unique aspect our project is the integration of the collaboration tools, the 3D volume board, and the 2D image board, and then integrating them into real-world clinical devices, (supported by NGI capabilities). We will demonstrate and measure the utility of this integration. 

To our knowledge, no CT or MR scanner console has integrated telephony, audio / video teleconferencing capabilities or other collaboration features to allow a technologist to collaborate with a radiologist in real-time in the performance of a study. To our knowledge no commercially available diagnostic or clinical image review workstation has the full set of integrated collaboration tools we propose, though certain components have been previously demonstrated (including by our group) in isolation. 

6 A major weakness is the collection of actual impact measurements. A model to assess impact does not measure it. Though there is a claim that pre and post time to diagnosis and treatment is significant, it is not included in the evaluation of the system. Another major weakness is in the evaluative component as it related to the impact of using the application. Discuss.

While it is true that a model to assess impact does not measure impact, generating a model in this context (“demonstration of applications”, and “assessment of NGI capabilities” will be very useful). We thought it out of scope for phase II to propose a lengthy and costly prospective evaluation of the proposed software applications. In addition, though we plan to deploy the tools within both the NGI enabled testbed and our NGI ready hospital, we did not feel comfortable deploying our software application fully enough to conduct ‘clinical trials’ without studying and modeling its impact in phase II. Rather we propose to build a detailed model of processes (the neuroradiology and oncology scenarios) and populate the models with measurements gathered during ‘clinical exercises’ with and without the tools. 

The models, themselves, then become valuable tools. Using the models, we will be able to evaluate ‘what-if’ scenarios to determine future NGI capabilities necessary to improve the functioning of our applications as well as to identify other aspects of the processes in question that could benefit from interventions, electronic or otherwise.

Using these models, we should then be able to iterate through a series of cycles of clinical exercise followed by refinement of model, followed by refinement of software application functionality that will rapidly lead to an optimal feature set combined with an optimal operating procedure. At each step in this modeling / testing process we can asses the impact of the current software application on the performance of the model.

7 The proposal is disjointed and difficult to follow. Comment.

We strove to address all of the requirements of the RFP in the required form and in the allowed page limits.

8 A large amount of work is planned within a 3-year period, but the hardware components are not described sufficiently in terms of platform capabilities and peripherals. There are few details regarding commercial software purchases and how the software will be integrated into the overall system. Explain.

Essentially all of the work proposed is software development. Within the proposed testbed laboratory at Northwestern University we have a fully functional test PACS environment (identical to, but completely separate from the hospital’s clinical PACS system). This laboratory PACS includes a central storage database and archive, an interface to a test version of the hospital RIS, a DICOM gateway capable of receiving and storing DICOM images into the database, and a diagnostic quality (two 2000x2500 pixel, 100 foot-lambert display) image display workstation. The laboratory also has a complete software development environment.

Commercial software purchases will be limited to software development tools,  Java toolkits (including those mentioned above and any new ones that may be introduced during the course of the project) and process monitoring and evaluation tools. GE is permitting the use of its source code in its diagnostic workstation at no cost to the project. The other components of the PACS may be accessed with public methods such as DICOM or JDBC.

The software that will used for this project is described in the following table.

Software Package
Purpose

C++
High performance imaging and graphics.

ClearCase
Software configuration management used to organize multiple versions of software and used to control parallel development.

CORBA (Common Object Request Broker Architecture)
Provide standard object-oriented interface between objects that are running on the same or different computers as well as platforms.

DOORS (Dynamic Object-Oriented Requirements System
Used to capture and track software requirements.

HP OpenView and Transcend
Used to monitor computer network traffic.

Java 2 (JDK 1.2.2)
Main programming language used to construct Secure Radiologic Collaboration applications.

Java2D and Java3D
Used to construct 2D and 3D graphics applications.

JAI  (Java Advanced Imaging)
Used for high-performance image processing.

JBuilder 3
Integrated Development Environment for Java 2.

JDBC (Java DataBase Connectivity)
Used to access Relational and Object-Oriented Databases.

Java DICOM Toolkit (JDDK)
Used to transmit and read DICOM file images.

Java H.323
Used to establish and exchange video and audio teleconferencing.

JMF (Java Media Framework)
Provide media playback (audio and video), manipulation and data transfer.

JNI  (Java Native Interface)
Used to wrap C++ objects that provide functionality that is not available in Java.

JSDT (Java Shared Data Toolkit)
Used to establish and exchange collaboration data.

Java SSL (Secure Sockets Layer)
Used to provide basic security services. 

JTAPI (Java Telephony API)
Used to create telephony applications that manage telephone calls.

OptimizeIt and Dash O Pro
Java optimization tools.

SunTest (JavaStar, JavaScope, JavaSpec)
A Java software test suite.

Visibroker
A CORBA development tool.

Vtk
Provides high performance 3D biomedical visualization

The software that will be required for this project falls into three categories: the software development environment, system software, and software for modeling, simulation and evaluation.  The following diagram illustrates both the software development environment and the system software and how it will be used during the development of the system.

[image: image4.wmf]T

E

S

T

P

L

A

N

&

E

X

E

C

U

T

I

O

N

ROSE 98i

DOOR 

ROSELink

DOORS

SunTest Suite

(

JAVAStar,

JAVAScope,

JAVASpec)

Jbuilder3, Java 2, J2D, J3D,

JAI, JMF, Java H.323, JDBC,

JTAPI, JSDT, JAVA SSL,

C++, JNI, CORBA, JDDK

OptimizeIt, Dash O Pro

Requirements

System

Verification

 

and

Validation

System

Integration

Object Oriented

Analysis

Object

 

Oriented

Design

Implementation

ClearCase

SunTest

Software used

Software

Process Flow


The following diagram provides a high-level software architecture for the secure radiologic collabortion applications.
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The hardware in our testbed and our software development approach was described in detail in section 3.2 of our proposal.  This section is repeated here for the convenience of the reviewers.

Northwestern University Medical School will host the testbed facility that will be used for Phase II of this project.  These facilities are described below.

Northwestern University is one the country's leading private and non-profit research universities, with an annual budget of more than $955 million and 5,700 employees. Approximately 17,700 full-time and part-time students are enrolled in the University's 12 colleges and schools, which are located on campuses in Evanston and Chicago. For the academic year 1997-98, Northwestern received approximately $214 million in awards for research and sponsored programs. U.S. News & World Report recently placed Northwestern's Medical School in the top 25 medical programs. As of June 30, 1998, Northwestern's endowment and other trust funds totaled more than $2.46 billion. 

Northwestern ranks No. 2, behind the Massachusetts Institute of Technology, among the most-wired colleges and universities, according to a survey by Yahoo! Internet Life. The monthly magazine, published by Ziff-Davis, surveyed 300 institutions. 

Northwestern University President Henry S. Bienen has been elected to the board of the University Corporation for Advanced Internet Development (UCAID).  The corporation is developing the new Internet Protocol (IP) network, known as Abilene.  It will be built through access to the nationwide Qwest fiber optic network and technologies provided by Cisco Systems Inc. and Nortel (Northern Telecom).  Northwestern University, along with other universities participating in UCAID's Internet2 project, will be connected to Abilene for research and education purposes.

The University is a charter member of the Metropolitan Research and Educational Network (MREN), and NU hosts the director of MREN.  MREN is a regional, high-speed research network that will use OC-3 (155.52 Mbps) service to link Northwestern with the University of Chicago, the University of Illinois at Chicago, Argonne National Laboratory, and Fermi National Accelerator Laboratory. 

Northwestern is also one of 30 institutions that will be receiving NSF funding to connect to the very High Speed Backbone Network Service (vBNS).  The vBNS was created in 1995 by the National Science Foundation to connect the federally-funded supercomputer centers.  The vBNS now operates at OC-3 and is being upgraded to OC-12 (622.08 Mbps).  The vBNS participants will be the initial users of the Internet II.

Northwestern Memorial Hospital is a class I trauma facility serving the needs of Chicago and the surrounding northern Chicago area.  Its new building is a 22-story, 2 million square foot state of the art healthcare facility.  Currently, the hospital has 30,000 admissions and close to 250,000 outpatient visits per year.  The Department of Radiology performs over 200,000 radiologic procedures per year.  The institution has the latest PACS along with 49 diagnostic and clinical review workstations throughout the new facility. The hospital has acquired a Web-based image distribution server for the distribution of image data to ubiquitous personal computers throughout the institution.

The new hospital facility has a fiber optic, Asynchronous Transfer Mode (ATM) network incorporated into the fabric of the new building.  The core backbone of the facility will operate at the OC-3 level but segments of the PACS network will operate at the OC-12 level.

The Imaging Informatics Section of the Department of Radiology operates a laboratory of approximately 5000 square feet in an office tower close to both the old and new hospital facilities.  The laboratory is connected to the hospital and clinical network, by an OC-3 fiber optic circuit provided by Ameritech.  This circuit passes through the same Ameritech point-of-presence in Chicago, which serves as the integration point for Northwestern University’s Chicago campus Internet II activities.  We will implement a permanent virtual circuit to connect these two networks in the coming months and this will serve as the research and development connection of this project to the NGI.
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The Imaging Informatics Section also operates an internal OC-3 speed ATM network for research purposes and it is this environment that will serve as the testbed for the demonstrations that arise out from project proposal. 

All of these networks are secure and the security aspects of this proposal will be applied to these networks in order to insure their continued security.

In addition to the imaging workstation described above, the laboratory also operates a small data center that contains a miniature replica of the archive system and database that will be used by the hospital’s GE PACS system. This PACS testbed will serve as the source of clinical images for the proposed demonstrations.  In this way, actual image files can be “scrubbed” of identifying patient information yet the testbed will accurately reflect real-world clinical traffic for the demonstration scenarios. We also have a GE PathSpeed 2A+ Workstation, one GE PathSpeed-Web server, one GE PathSpeed-Web client PC, one Technologist/Scanner Emulation workstation, 12 Intel-based computers and an Intel-based notebook computer.

The GE PACS and GE PathSpeed-Web server are running on SUN SPARC Ultra 10 and Ultra 30 respectively. They are connected with SUN multi disk array systems. The GE PathSpeed are running on Intel Pentium II 400 MHz with Windows NT Workstation. The Intel-based notebook is running at 233 MHz. Other Intel-based systems such as Technologist workstation and Scanner Emulation are running Pentium II 300 and Pentium III 500 MHz systems with Netscape Navigator. They can also run GE PathSpeed-Web client PC workstation.

Our team will utilize an iterative, step-wise refinement development approach (i.e. a rapid prototyping and “spiral” development methodology). This will permit the team to rapidly capture requirements elicited from clinical end users, validate them with end users, modify them as necessary, and continue to mature the software code. This user-oriented development approach will help assure accurate capture of requirements and help focus the software development activities. 

The team will utilize DOORS to perform requirements to capture and tracking function throughout the requirements elicitation stages of the project. We will use Rational Rose98 as a visual-modeling tool for object-oriented analysis and design. It provides forward and reverse engineering for software development. The accurate capture and disciplined tracking of the clinical requirements for secure radiologic collaboration is an important means of reducing software development risk. The main programming language in our project is Java. Its philosophy, “Write one, run anywhere,” meets one of our goals to develop a software application that will run on different computing platforms. We will apply SunTest, a collection of Java software testing tools, for graphical user interface testing, functional testing and scope testing for each software component or entire application software as well as regression software testing techniques. Where appropriate, Visibroker, a collection of CORBA 2.0-compliant software, will be used to build distributed applications for heterogeneous environment that is interoperable, open, secure and Internet friendly. 

For network monitoring and performance measurement, we will use HP Open View and Transcend. HP OpenView is graphical network management application software. It generates a network map to show the network structure as well as identifying network trouble spots. Transcend is a network management software used in conjunction with HP OpenView. It is designed to work with 3Com networking equipment and allows the network administrator to configure, monitor, analyze, and administrate 3Com networking components.

9 Appropriate technological expertise is represented, however, major evaluative expertise is lacking. To assess impact, a major weakness is the lack of expertise in this arena (e.g., an epidemiologist). Comment and document if personnel are added.

Northwestern University and its medical school have complete biostatistics and epidemiological expertise with which we have consulted and collaborated in the past. This includes the Department of Preventive Medicine in the Medical School, biostatisticians in the Office of Research and Sponsored Programs and the Department of Industrial Engineering and Management Science in the McCormick College of Engineering. This latter group has particular expertise in the generation and analysis of models and simulations of complex processes and has provided consultation in the preparation of this proposal. While these groups have not been formally included in the proposal in order to keeps costs down and maintain the focus on complex software development of “demonstration applications”, funds have been budgeted to allow us to consult with these groups on an as needed basis.

10 Healthcare team members indicate adequacy of the proposed investigators, although there is no clinical depth for what is a very clinical project. Comment.

During Phase I, we consulted with our colleagues in the Section of Neuroradiology, the Department of Neurosurgery, the Division of Oncology of the Department of Medicine and the Lurie Cancer Research Center. Many of these clinicians will participate in this project. We have budgeted funds to compensate these clinicians and their residents for participation in consultations and the 'clinical exercises', again, on an as needed basis.


This proposal includes data that shall not be disclosed outside the Government and shall not be duplicated, used, or disclosed (in whole or in part(for any purpose other than to evaluate this proposal. If, however, a contract is awarded to this offeror as a result of(or in connection with(the submission of this data, the Government shall have the right to duplicate, use, or disclose the data to the extent provided in the resulting contract. This restriction does not limit the government's right to use information contained in this data if it is obtained from another source without restriction. The data subject to this restriction are contained in all sheets.

_996952227.doc


J2D







+







J3D







JAVA







H.323







+







JTAPI







JMF







JAI







JAVA







HL7







JAVA







DICOM







Toolkit







(JDDK)







JSDT







JNI







C++







C







O







R







B







A







Operating System







JAVA







SSL







Hardware







J







D







B







C







JAVA Virtual Machine







Secure 







Radiologic Collaboration Applications












_991807773.doc
[image: image1.png]Experimental Experimental
PACS Server Web-Link Web-Link ey S
Client Firewall Server ! Simufated  podatn

} Connection to
. | Physician home

Enterprise-Wide Virtual Radiology Service

Northwestern University - Department of Radiology - Imaging Informatics Section

Testbed Environment Remote PC

=

Mobile computer

OC-3 (Fibery3Com Corebuilder 7000
e

Scanner Emulation
Station

T
8
=
o
Q
(o]
Technologist/ Office PC
Rathspeed Pat Mongholwet
Diagnostic
Northwestern Memorial Hospital Workstation Date : 6/2/99
Clinical Environment with Clinical PACS
Revision : 12
Sheet 10f 1








