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                     Analytical Model--a structure and process for analyzing a dataset. For example, a decision tree is a model for


                     the classification of a dataset.





                     Anomalous Data--data that result from errors (for example, data entry keying errors) or that represent unusual


                     events. Anomalous data should be examined carefully because it may carry important information.





                     Backpropagation--a statistical modeling technique, a non-parametric modeling method.





                     Batching--using a sub-section of a database which is smaller than the entire sample in an effort to speed error


                     reduction without causing much of an increase in computation per epoch. This technique also provides an


                     opportunity to ensure that the examples in each batch are statistically balanced (containing some data of each


                     class). 





                     Binary Representation--used for variables that provide information about classes. Also referred to as dummy


                     variables. There is one input node for each class and each input node has only two possible values. Typically,


                     the value 1 is assigned to indicate that the object or event belongs to the class represented by that node, and a


                     value of 0 indicates that it does not.





                     CART--Classification and Regression Trees. A decision tree technique used for classification of a dataset.


                     Provides a set of rules that you can apply to a new (unclassified) dataset to predict which records will have a


                     given outcome.





                     CHAID--Chi Square Automatic Interaction Detection. A decision tree technique used for classification of a


                     dataset. Segments a dataset by using chi square tests to create multi-way splits.





                     Class Variables--variables whose values are discrete logical or symbolic states, not numbers. They can indicate


                     the group, type, or category to which a person or thing belongs. Additionally, a class variable can indicate a


                     characteristic or quality that a thing possesses, or it may indicate that an action should be taken. 





                     Clustering--the process of dividing a dataset into mutually exclusive groups, such that the members of each


                     group are as close as possible to one another and different groups are as far as possible from one another, where


                     distance is measured with respect to the specific variables being predicted.





                     Data Cleansing--the process of ensuring that all values in a dataset are consistent and correctly recorded.





                     Data Mining--the use of advanced statistical tools to reach into a company's existing databases to discover


                     patterns or relationships that can be exploited in a business context.





                     Data Navigation--the process of viewing different dimensions, slices, and levels of detail of a multidimensional


                     database.





                     Decision Calculus--a model-based set of procedures for processing data and managerial judgments designed to


                     assist a manager in decision making.





                     Decision Tree--a tree-shaped structure that represents a set of decisions. These decisions generate rules for the


                     classification of a dataset.





                     Dummy Variables--see binary representation.





                     Dynamic Models--models that are based on an increased sampling of the system. Dynamic models capture


                     behavior of a process as it moves from one steady-state to another.





                     Epoch--each iterative pass of the neural network through a database (each cycle of training and testing is called


                     an epoch).





                     Error--the difference between the current outputs and the target outputs.





                     Exploratory Data Analysis--the use of graphical and descriptive statistical techniques to learn about the


                     structure of a dataset.





                     Forward Pass--the stage where the outputs are computed from the inputs. Mapping is concerned with the


                     forward pass.





                     Genetic Algorithms--optimization techniques that use processes such as genetic combination, mutation, and


                     natural selection in a design based on the concepts of natural evolution.





                     Higher Order Interactions-- combinations of variables which neural networks are adept at discovering which


                     can significantly improve a model’s effectiveness.





                     Inputs--the independent variables contained within a data set that are used to model relationships with respect to


                     outputs, or dependent variables.





                     Linear mapping--the linear equation that describes a mapping from a one-dimensional space (one input


                     variable) to another one-dimensional space (one output variable); a linear mapping function has the form of a


                     straight line.





                     Linear Model--an analytical model that assumes linear relationship in the coefficients of the variables being


                     studied.





                     Logistic Regression--a linear regression that predicts the proportions of a categorical target variable, such as


                     type of customer, in a population.





                     Mapping--the equation produced by a modeling method (because the equation permits us to map any point in


                     the space of the independent variables onto a point in the space of dependent variables).





                     Marketing Decision Support System--a coordinated collection of data, systems, tools and techniques


                     complemented by supporting software and hardware designed for the gathering and interpretation of business


                     and environmental data.





                     Model Architecture--the specific purpose of a particular model.





                     Multidimensional Database--a database designed for on-line analytical processing. Structured as a


                     multidimensional hypercube with one axis per dimension.





                     Nearest Neighbor--a technique that classifies each record in a dataset based on a combination of the classes of


                     the k record(s) most similar to it in a historical dataset (where K >or= 1).





                     Neural Network--a neural network is made up of nodes. These nodes are arranged in three layers: input nodes,


                     through which the network receives the values of the independent variables; output nodes, through which the


                     network delivers its estimate of the values of the dependent variables; and, in between, the hidden nodes, which


                     do most of the work. The nodes in each layer are connected to those in the next layer by links, through which


                     they pass values. The outputs of one layer serve as the inputs to the next.





                     Nodes--simple processors within a neural network.





                     Noise--variations in a relationship between variables that can be caused by inaccurate or missing data.





                     Non-parametric--a modeling method in which the shape of the relationship between the inputs and outputs is


                     decided by the data rather than predetermined by the tool.





                     Non-linear Model--an analytical model that does not assume linear relationships in the coefficients of the


                     variables being studied.





                     Outlier--a data item whose value falls outside the bounds enclosing most of the other corresponding values in


                     the sample. May indicate anomalous data and should be analyzed carefully because it may carry important


                     information.





                     Outputs--the dependent variables modeled by the neural network.





                     Overfitting--term used for the problem of a neural network fitting the training data too closely. The network


                     models the noise in addition to the underlying function that one intends it to find.





                     Parallel Processing--the coordinated use of multiple processors to perform computational tasks.





                     Prediction Models--used to predict behavior of some aspect of a process. A simple example would be a model


                     to predict what sub-sections of a population would buy a manufacturer’s product.





                     Preprocessing--the step in model building that allows one to use data transformations in an attempt to ensure an


                     accurate representation of the data. In dbProphet, a modeler can remove both bad data (outliers) and data that


                     will not be incorporated into the model. 





                     Prospective Data Analysis--data analysis that predicts future trends, behaviors, or events based on historical


                     data.





                     Quantitative Variables--variables that have numbers as their values.





                     Quasi Steady-State Models--models which incorporate time as a variable to determine a process’s dead times


                     and time constraints.





                     Rational Database Manager--core of the MDSS that provides the user the ability to efficiently access and


                     manipulate the data.





                     Regression--a statistical technique developed in the late 1800’s which attempts identify the set of variables


                     (independent variables) from a database that best define an outcome (dependent variable), such as likelihood to


                     respond. The method chooses the variable set that corresponds to the optimal line or plane (or hyperplane if


                     more than two independent variables are modeled) that accounts for the most data points. This is typically


                     calculated via an ordinary least squares method where the sum of the squared errors is minimized.





                     Representative Sample--if a sample is drawn so that every example in the population has an equal chance of


                     being in it, the sample is said to be representative.





                     Retrospective Data Analysis--data analysis that provides insight into trends, behaviors, or events that have


                     already occurred.





                     RFM Analysis--a statistical technique developed in the 1930’s that attempts to identify a firm’s best customers


                     along three different attributes: recency of purchase, frequency of purchase, and monetary value of purchase.





                     Sigmoid Function--a function that has the shape of a flattened S. For a function s(u) to be sigmoid it has to


                     have these certain functions: (1) its bounded or its values never exceed an upper and lower limit (2) the value of


                     a sigmoid function always increases as the value of u goes up (3) a sigmoid is smooth, without gaps or corners


                     and, therefore, has a definable slope at every point; it is differentiable everywhere.





                     Statistical Modeling-- a technique that seeks to find an equation which captures the general pattern of a


                     relationship. A neural network, as a statistical modeling technique, derives its equation from examples. To derive


                     equations from examples, a modeler needs to know the values of the independent and dependent variables. It is


                     also necessary to know the independent variable for each new example for which an estimate of the dependent


                     variable is needed. 





                     Steady-State Models--static mappings between input-output pairs of data points. Steady-state models provide


                     information on the general behavior of a process without incorporating time-based information.





                     Stratified Sample--a sampling method that is often necessary when modeling with neural networks. When


                     classes or categories of different sizes exist within a sample, it is preferable for examples in each class to have


                     equal influence on the network. A stratified sample ensures this, and, therefore, examples from small classes


                     have a better chance of being included than those from large classes.





                     Training Subsample--that portion of the database that is being modeled which is used to develop the actual


                     model.





                     Terabyte--one trillion bytes.





                     Testing Subsample--that portion of a database that is used to test the performance of the model which was built


                     using the training subsample.





                     Time-series Models--statistical analysis of past data which should identify causal relationships that will carry


                     into the future.





                     Training the Net--that stage of neural network model building where inputs and their corresponding outputs are


                     fed to the network and the weights of the interconnection signals are adjusted. Once these adjustments yield the


                     best fit, the network can process new inputs to predict likely outputs.





                     Validation Subsample--required by backpropogation to help address the problem of overfitting. The validation


                     subsample either stops training when overfitting sets in or finds the optimal number of hidden nodes.
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